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1. Introduction

The most commonly used NMR-derived restraints consist of
approximate, short range (<6 Å) inter-proton distances and back-
bone torsion angles, both of which are local in nature [1]. It is also
common to include residual dipolar coupling (RDC) data which
provide orientational information for bond vectors relative to an
external alignment tensor [2]. Small and wide angle X-ray scatter-
ing (SAXS/WAXS) and small angle neutron scattering (SANS) data,
on the other hand, provide information on overall molecular size,
shape and dominant intermolecular distances [3,4]. Thus, solution
NMR and scattering data provide highly complementary structural
information.

SAXS data was first systematically used in joint NMR structure
calculations by Grishaev et al. [5], where the use of SAXS data was
shown to improve the structure of the cS crystallin homodimer rel-
ative to that determined with NMR data alone. These initial calcu-
lations involved direct computation of the Debye formula [6],
which scales as the square of N, the number of atoms, and as such,
is limited to relatively small systems. Shortly thereafter, an
approximate algorithm which scales linearly with N was imple-
mented in Xplor-NIH [7], and has since been used for structure cal-
culation of large systems, as is demonstrated below. An alternative
approximate approach [8] employs only the small-angle portion of
a SAXS or SANS curve, thus losing much information content.

In this review, we describe the facilities for joint NMR – small-
angle solution scattering (SASS) within the Xplor-NIH molecular
structure determination package [9,10]. We then present five
examples of the use of these facilities in structure determination.
Finally, we review the prospects for future development of NMR/
SASS methods for molecular structure determination.

2. Solution X-ray scattering calculation

Given a plane wave of X-ray radiation incident on a molecule in
solution, the scattering amplitude is approximated as

AðqÞ ¼
X

j

f eff
j ðqÞeiq�xj þ

X
k

f sph
k ðqÞe

iq�yk ; ð1Þ

where q is the reciprocal space scattering vector with amplitude q, j
sums over all atoms, f eff

j ðqÞ is the effective atomic scattering form
factor, xj is the position of atom j; k sums over points representing
boundary-associated solvent, and f sph

k ðqÞ and yk are, respectively,
the positions and scattering form factors of these points. In Eq.
(1), the first sum arises from scattering by each solute atom relative
to that expected for an equivalent volume of displaced solvent,
while the second sum which arises from scattering by solvent
bound to the molecular surface, is less important and will be treated
below. q is related to the experimental scattering angle 2h by

q ¼ 4p sinðhÞ=k; ð2Þ

where k is the wavelength of the incident radiation. h ¼ 0 corre-
sponds to the forward scattering direction.

The effective atomic scattering amplitude can be written

f eff
j ðqÞ ¼ fjðqÞ � qsgjðqÞ; ð3Þ

where fjðqÞ is the vacuum atomic scattering amplitude, qs is the
bulk solvent electron density, and gj is a scattering factor due to
excluded solvent [11,12], which is taken to be

gjðqÞ ¼ sV Vj expð�pq2V2=3
j Þ exp½�pðqrmÞ

2ð4p=3Þ2=3ðs2
r � 1Þ�; ð4Þ

where Vj is the volume of atom j; rm is the radius corresponding to
the average atomic volume, and sV and sr are scale factors which
take values close to one, and whose values are typically determined
using a fit to experimental data, as in Ref. [12]. The values of f eff

j ðqÞ
are precomputed using standard expressions [5,13] for atomic scat-
tering amplitudes and the solvent scattering factors.

In solution, averaging is performed over reciprocal space solid
angle such that the observed intensity is

IðqÞ ¼ hjAðqÞj2iX; ð5Þ

where h�iX denotes average over solid angle. Omitting the boundary
scattering contribution, this average can be expressed in closed
form to yield the Debye formula:

IðqÞ ¼
X

i;j

f eff
i ðqÞf eff

j ðqÞsincðqrijÞ; ð6Þ

where the sum is over all pairs of atoms, rij is the inter-atomic dis-
tance, and sincðxÞ ¼ sinðxÞ=x.

For refinement purposes, Eq. (6) is generally too expensive for
use in its raw form, as it scales as the square of the number of
atoms. We employ two approximations to make the computation
of IðqÞ tractable for refinement, including approximating Eq. (5)
by averaging jAðqÞj2 computed at discrete points on the surface
of a sphere, and through judicious use of atom-globing [14,15].

From Eq. (1) we see that the scattering amplitude due to a group
of atoms is linear in the number of atoms, so it makes sense to
compute amplitude instead of intensity. We can then obtain the
scattering intensity by numerically integrating Eq. (5). We find that
if the points are taken uniformly on the surface of the sphere (e.g.
the spiral algorithm [16]), relatively few points are required to
obtain a good approximation to Eq. (6). For biomolecular systems,
we found that IðqÞ is well-represented by tens of points at small
scattering amplitudes, and up to hundreds of points at the larger
values of q sampled in our studies. When the number of grid points
is not quite large enough, the current method seems to fail grace-
fully (the resulting error grows slowly with increasing q).

Additional speedup is possible with this approach if we sample
IðqÞ at equally spaced values of q and if the surface grid on which
AðqÞ is evaluated is reused at each value of q. In this case, atom
j’s contribution to AðqÞ is

f eff
j ðqÞeiq�rj ¼ f eff

j ðqÞeiqmin q̂�rj exp iDqq̂ � rj
� �n

; ð7Þ

where q ¼ qmin þ nDq;Dq is the spacing in q, and q̂ is a unit vector in
the direction of q. Thus, the exponential term exp iDqq̂ � rj is com-
puted once for each atom (for n ¼ 1) at each reciprocal space angu-
lar grid point corresponding to q̂, and the values of the contribution
at other values of q are obtained by simple multiplication.

In addition to the finite difference approximation to the integral
in Eq. (5), we employ the globbing approximation used by others
[5,14,15,17]. In this approximation, the contribution of multiple
atoms is approximated by a scattering center at the average atom
position (weighted by number of electrons) with the following
scattering amplitude:

fglobðqÞ ¼
X

i;j

f eff
i ðqÞf eff

j ðqÞsincðqrijÞ
" #1=2

; ð8Þ

where the sum is over all atoms in the glob. We typically use globs
consisting of at most three atoms. As in [5], we use a multiplicative
q-dependent correction factor cðqÞ to correct for the errors intro-
duced by globbing:

IcalcðqÞ ¼ cðqÞIapproxðqÞ; ð9Þ

where IapproxðqÞ is the scattering intensity obtained using the globic
scattering factors. To speed calculation of the scattering curve dur-
ing molecular dynamics we typically evaluate Iapprox using a rela-
tively coarse solid angle grid in the numerical evaluation of Eq.
(5) and also omit the explicit dependence of the boundary solvent
scattering. The resulting approximate curve is periodically
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corrected by computing a more accurate, but computationally
expensive scattering intensity IfineðqÞ with no globs, using a finer
grid of reciprocal space angles, and including the effects of bound-
solvent scattering. The correction factor is then computed as

cðqÞ ¼ IfineðqÞ=IapproxðqÞ; ð10Þ

which is used until the next computation of IfineðqÞ. To give an idea
of the calculation times for the 128 kDa Enzyme I homodimer (PDB
entry 2XDF) [18], a routine calculation on a contemporary computer
core of IðqÞ over 100 points using an angular grid with 50 points in
reciprocal space and atom globbing takes about 0.05 s, while a cor-
rection calculation using no globbing and an angular grid of 500
points takes about 1.9 s. For comparison, the calculation using the
exact Debye expression takes about 110 s for this molecule.

2.1. Boundary layer contribution

In Eq. (1) each boundary scatterer at position yk has an effective
form factor

f sph
k ðqÞ ¼ qb4p=q2½sinðqrkÞ=q� rk cosðqrkÞ�; ð11Þ

corresponding to a sphere of radius rk with uniform density qb. The
positions and radii of the boundary points are computed as
described below.

We use the method of Varshney et al. [19] to compute a molec-
ular surface description defined as a triangular mesh and com-
puted outward-pointing surface normals. In our approximate
description of the boundary region, we use the Varshney algorithm
to generate the outer surface described by rolling a solvent mole-
cule of radius rw over atoms of radius ri þ rb, where ri is the atomic
radius as specified in Ref. [12] and rb is the boundary layer thick-
ness. The inner surface of the boundary region is generated from
the outer triangular mesh surface, by extending, for each vertex,
a line segment of length rb in the direction opposite the surface
normal. We generally use rw ¼ 1:44 Å and rb ¼ 3 Å.

Each triangle on the outer surface and its compliment on the
inner surface bound an irregular triangular prism as depicted in
Fig. 1. In our boundary layer description the contribution of each
prism is represented as a sphere of uniform density such that each
region contributes to the second sum in Eq. (1): yk is taken to be
Fig. 1. Visualization of a portion of the boundary layer scatterers. The green lines
depict a portion of the tessellated surface generated using atomic radii (+3 Å). An
inner surface (transparent green surface) was generated by dropping line segments
(white lines) 3 Å in the direction opposite the surface normals at each vertex. A
scattering center (red) was located at the center of each voxel at yk defined by outer
and inner triangular patches. The orange spheres correspond to heavy atoms of the
molecule. The scattering from each voxel is represented as a sphere of uniform
density and radius rk , corresponding to the voxel’s volume. Adapted from
Schwieters et. al. [18] published in J. Am. Chem. Soc. (American Chemical Society)
while the authors were U.S. Government employees at the National Institutes of
Health.
the center of the prism, and rk the radius corresponding to a sphere
whose volume is that of the prism.

While approximate, such a surface description has the advan-
tage of describing surfaces with complex shape, including concave
regions, while the surface description of Svergun et al. [12] fails to
capture bound solvent contribution in such cases.

As in Ref. [12], the three parameters sV , sr , and qb describing the
solvent scattering contribution are fit using a grid search. These
parameters are recomputed periodically throughout the structure
determination, and the effect on calculated scattering intensity
included in the correction factor cðqÞ. As the boundary layer contri-
bution to the scattering intensity is not recalculated during every
dynamics time step, a discontinuity in the energy occurs when
cðqÞ is recomputed. This is accommodated by recomputing cðqÞ at
the beginning of molecular dynamics runs at each temperature
during simulated annealing, and again after final minimization.
2.1.1. SANS calculation
The procedure for calculation of a SANS curve from a molecular

structure is identical to that for X-ray scattering, but with different
values used for atomic and solvent scattering amplitudes, and with
there being an isotropic scattering parameter determined in the fit-
to-experiment procedure for the bound-solvent contribution, in
addition to the three parameters determined for a SAXS fit [20].
Due to the large difference in neutron scattering length of the pro-
ton and the deuteron, and the fact that the solvent contribution to
SANS can be tuned over a much larger range than that of SAXS, it
becomes essential to have the ability to handle arbitrary proton
isotopic compositions of the solvent and different regions of a pos-
sibly complexed protein. Exchangeable protons will be replaced
with deuterons some fraction of the time in buffers containing
D2O, such that the solvent composition must be specified when
attempting to fit SANS data using Xplor-NIH. Additionally, the full
SANS-fitting capability is now available in the calcSAXS helper
program when the -sans flag is specified.
2.2. Comparison with experiment

Two additional factors should be considered when comparing
the calculated scattering intensity IcalcðqÞ with experimental val-
ues. The first is normalization, and the second is the fact that
IcalcðqÞ is computed on a regular grid in q at a few points, while
experimental data is generally available on a finer grid which
may or may not be regular. At each point i, corresponding to a scat-
tering vector amplitude qi, Iobs

i is measured. The calculated scatter-
ing intensity at these points is written

Ii ¼ N0Sðqi; fðqj; I
calc
j ÞgÞ; ð12Þ

where N0 is a normalization factor chosen to match the amplitude
of the experimental signal, and S½qi; fðqj; Icalc

j Þg� is a cubic spline
function [21] generated from the set of scattering intensities
fIcalc

j g calculated at the grid points corresponding to fqjg. One option
in computing N0 is to choose a special point j such that Ij ¼ Iobs

j ; typ-
ically this is done for qj ¼ 0 (where extrapolation is required).
Instead, we recommend choosing a normalization which best
matches the Ii to Iobs

i over the entire curve, i.e.

N0 ¼
P

i xiI
0
iI

obs
iP

i xiI
02
i

; ð13Þ

where xi are weight factors as specified in the target energy func-
tion (below), I0i ¼ S½qi; fðqj; Icalc

j Þg�. Proper treatment of the gradient
of N0 and of the spline function SðqÞ must of course be considered
in the computation of the gradient.
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2.3. Target function

The energy associated with the SASS term is given by a summa-
tion over points i on the scattering curve:

Escat ¼ kscat

X
i

xiðIi � Iobs
i Þ

2
; ð14Þ

where kscat is an overall weight factor (force constant), Iobs
i is the

value of the observed scattering curve at q ¼ qi. xi is a weight fac-
tor, usually taken to be xi ¼ 1=ðNDI2

i Þ, where N is the number of
data points used for comparison, and DIi is experimental error at
point i, such that Escat is proportional to a v2 measure of fit.

In ensemble calculations the ensemble-averaged value of IðqÞ isPNe
i¼1 CiIiðqÞ, where Ne is the ensemble size and Ci and IiðqÞ are the

weight and scattering intensity of the structure in ensemble mem-
ber i. A single normalization N0 and spline are then used for the
ensemble-averaged scattering curve.

Finally, we have found the practice of extrapolating Iobs to q ¼ 0,
and fitting this region in Eq. (14) to be dangerous and unnecessary,
particularly when there are too few points at low q for a proper
Guinier analysis. Instead we recommend including Iobs

i only for
regions of q for which there are actual measurements.

2.3.1. Variable ensemble weights
Weights of ensemble members can be optimized during struc-

ture calculation to improve fit and to reduce the ensemble size
required for a good fit. Ensemble weights are encoded in N-sphere
coordinates, xi [22]:

x1 ¼ r cosð/1Þ; ð15Þ
x2 ¼ r sinð/1Þ cosð/2Þ; ð16Þ
x3 ¼ r sinð/1Þ sinð/2Þ cosð/3Þ; ð17Þ

..

.
ð18Þ

xNe�1 ¼ r sinð/1Þ � � � sinð/Ne�2Þ cosð/Ne�1Þ; ð19Þ
xNe ¼ r sinð/1Þ � � � sinð/Ne�2Þ sinð/Ne�1Þ; ð20Þ

with the radial component r taken to be 1, and the Ne � 1 angular
coordinates /i encoded as bond-angles of pseudo atoms. Ensemble
weights wi are then given as

wi ¼ x2
i ; ð21Þ

and they obey the normalization condition
P

wi ¼ 1.
With this representation of ensemble weights, computation of

the gradient with respect to pseudoatom coordinates is straightfor-
ward. Facilities within Xplor-NIH are provided to make it conve-
nient to optimize ensemble weights for any ensemble energy
term by providing the derivative with respect to ensemble weight.
As of this writing, ensemble weight derivative support has been
added to the SASS restraint term, the SARDC energy term which
is appropriate for RDCs measured in steric alignment media and
two symmetry terms used in Example 3.4 below [22]. Ensemble
weights can be set to arbitrary fixed values for any Xplor-NIH
energy term.

In the absence of some sort of stabilization, it can happen that
weights for outlying ensemble members can quickly approach
zero, at which point there will be no force to restore that ensemble
member’s coordinates to contribute to the observable: the weight
will remain zero for the remainder of the calculation. In order to
avoid this sort of instability, we introduced a stabilizing energy
term to prevent any weight wi from approaching zero:

Eweight ¼ kweight

X
i¼1

Neðwi �wo
i Þ

2
; ð22Þ

where kweight is a force constant which is generally large at the start
of a structure calculation, and small at the end. The target weight
value wo

i is typically taken as 1=Ne.
2.4. SASS parameters

Atomic X-ray scattering form factors for common atomic groups
(with protons globbed onto heavy atoms) and for some common
metal ions are approximated by a 5-Gaussian fit, with parameters
provided by David Tiede (private communication). These parame-
ters are defined in the module solnXrayPotTools, where they
can readily be supplemented, if need be. Scattering length values
for neutron scattering have been obtained from various sources
and are tabulated in the module sansPotTools. Parameters used
for atomic volumes are provided in the module solnScatPot-

Tools, where values tabulated in [12] are used by default. Defini-
tions of per-residue heavy-atom globbing definitions for proteins
and nucleic acids are also given in solnScatPotTools.
2.5. Example setup within Xplor-NIH

Listing 1 displays an example setup of the SAXS/WAXS energy
term in Xplor-NIH. This script snippet could be added to a standard
Xplor-NIH script such as the example in eginput/gb1_rdc/
refine.py in the Xplor-NIH distribution available online at
http://nmr.cit.nih.gov. For each SAXS/WAXS curve two terms are
created, labeled xray and xrayCorrect in this listing. The first
is used for minimization and dynamics in structure calculations,
while the second is a higher-fidelity version which does not using
the globbing approximation and uses a finer grid of points in solid-
angle space for evaluating Eq. (5). Finally, xrayCorrect includes
the effect of bound-solvent scattering. During the simulated
annealing phase of the calculation, the correction factor cðqkÞ
for the term xray is recomputed using Eq. (10), with IfineðqkÞ
taken to be the calculated scattering curve associated with
xrayCorrect. The force constant for the xray term should be
adjusted such that the resulting v2 values are less than one,
without causing violations of other restraints.

The calcSAXS command-line helper program distributed with
Xplor-NIH can be used to calculate SAXS/WAXS/SANS curves given
one (or an ensemble of) molecular structure(s). This helper can
optionally compute the bound-solvent scattering contribution
and the goodness of fit to an experimental scattering curve. Exam-
ple usage is shown in Listing 2.
3. Examples of use of SAXS, WAXS and SANS data

Here we review examples of the use of SASS data used together
with NMR data for biomolecular structure determination. The first
example illustrates how the addition of SAXS data can improve a
structure determined using NMR data. In the remainder of the
examples, the structure determination is made possible only with
the use of SASS data.
3.1. Refinement of lysozyme

This is an unpublished example which solely serves the purpose
of illustrating how one can include SAXS/WAXS data in a standard
Xplor-NIH structure calculation which employs a complete set of
NMR data. While some of our results show improved Xplor-NIH
metrics relative to previously deposited structures, being unfamil-
iar with the original NMR data, we are unable to truly evaluate the
fit of that data to our structures. This complete example is con-
tained in the Xplor-NIH distribution in the directory eginput/

saxsref. The structure is that of hen egg white lysozyme, a 139
residue protein with four disulfide bonds. NMR data was taken
from PDB entry 1E8L [23], while the SAXS/WAXS data was pro-
vided directly by Alex Grishaev (private communication).

http://nmr.cit.nih.gov


Listing 1. Example Python code to include SAXS/WAXS data in an Xplor-NIH structure calculation. Not defined in this snippet is the potential list named potList or
rampedParams, the list of parameters to be ramped during simulated annealing. These would be defined elsewhere in the script as in the example distributed with Xplor-NIH
in eginput/gb1_rdc/refine.py. The Xplor-NIH software package is available online at http://nmr.cit.nih.gov.

Listing 2. Use of the calcSAXS helper to calculate a SAXS curve given molecular structure file.pdb from the Unix command line. The file saxs.dat would contain SAXS data
and -numQ 100 specifies that the SAXS curve is computed using 100 points in q spaced evenly over the interval of q values present in saxs.dat, while -fit specifies that the
bound-solvent scattering contribution is calculated using a fit to the experimental SAXS data. The resulting scattering curve and residual (difference between observed and
calculated scattering curves) is written to file.saxs.
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The experimental NMR data comprised distance, dihedral and
RDC restraints. There were 1631 NOE-derived and 60 hydrogen
bond distance restraints, 43 of which were violated by more than
0:5 Å in the reference X-ray structure (PDB entry 193L [24]) and
thus were omitted in our calculations for simplicity. We made
use of 110 J-coupling-derived torsion angle restraints for / and
v1 angles. Backbone amide RDC measurements were reported in
two alignment media, and were included in our calculations with
initial Da and rhombicity values taken to be those obtained by fit-
ting to the deposited NMR structure. In our refinement calcula-
tions, additional energy terms included the knowledge-based
potentials of mean force for torsion angles (torsionDB) [26] and
hydrogen bonds (HBDB) [25], and standard Xplor-NIH covalent
and nonbonded energy terms.
The refinement protocol started with the coordinates of model
49 of PDB entry 1E8L, the author-indicated representative struc-
ture. We present results for this structure separately in Table 1.
Structure determination consisted of high-temperature torsion-
angle dynamics at 3000 K, followed by torsion angle simulated
annealing from 3000 K down to 25 K in increments of 12.5 K.
Finally, gradient minimization was performed first in torsion-angle
space, and then using Cartesian coordinates. The Da and rhombicity
of the two alignment tensors were fixed to values computed from
the deposited NMR structure until the Cartesian minimization step,
where they were allowed to float to optimize the RDC fit. 100
structures were calculated and the 10 with the lowest energy
structures were retained for analysis. Further details of the proto-
col can be obtained from the script available as described above.

http://nmr.cit.nih.gov


Table 1
Structure statics for lysozyme refinement with and without SAXS data for the 10 lowest energy structures.

Metric All NMR data Deposited NMR structures (1E8L)a X-ray structure

Without SAXS With SAXS

NOE violationsb 4.3 ± 2.5 0.2 ± 0.4 0.0 ± 0.0 (0) 0
RDC R-factor, medium 1 (%) 9.9 ± 1.5 5.9 ± 0.3 5.9 ± 0.3 (5.9) 13.3
RDC R-factor, medium 2 (%) 13.8 ± 2.4 9.2 ± 0.8 5.7 ± 0.4 (5.8) 15.2
Dihedral violationsc 4.4 ± 1.2 0.1 ± 0.3 0.0 ± 0.2 (0) 0
SAXS v2 2.3 ± 1.4 0.4 ± 0.1 1.7 ± 0.6 (1.5) 0.86
HBDB energy (kcal/mol)d �116.4 ± 18.8 �160.7 ± 13.3 �45.6 ± 9.1 (�36.2) �255.12
TorsionDB violationse 3.8 ± 2.6 1.4 ± 1.5 1.7 ± 0.9 (2) 0
Bond violations 6.5 ± 5.2 0.4 ± 0.8 0.0 ± 0.0 (0) 0
Angle violations 8.6 ± 5.9 0.1 ± 0.3 10.3 ± 0.8 (10) 48
Improper violations 3.1 ± 2.7 0 ± 0 0.0 ± 0.0 (0) 24
Bad nonbonded contactsf 21.2 ± 7.5 2.7 ± 1.8 166.5 ± 7.8 (176) 48
Precision to mean (Å)g 2.30 ± 0.58 0.84 ± 0.14 0.50 ± 0.13 –
Acc. to NMR struct. (Å)h 2.78 ± 0.56 1.50 ± 0.14 0.52 ± 0.20 1.46
Acc. to X-ray struct. (Å)i 2.82 ± 0.59 1.32 ± 0.19 1.48 ± 0.10 (1.46) –

a Results for all 50 of the deposited structures for PDB entry 1E8L. The numbers in parentheses show results for the author-identified representative model of this entry,
model number 49.

b Number of violations of NOE- or hydrogen-bond derived distance restraints greater than 0.5 Å. 43 distance restraints from the deposited data were discarded as they are
violated in the X-ray structure, leaving 1588 NOE-derived and 60 hydrogen bond-derived distance restraints in the structure calculation.

c Number of dihedral violations of the 110 J-coupling-derived dihedral restraints violated by 5� or more.
d Energy of Xplor-NIH’s knowledge-based HBDB term [25]. A lower number indicates the presence of more/better hydrogen bonds.
e Number of torsionDB [26] energy terms with energies greater than those of 99.95% of the structures in the database of structures used to construct the term.
f As reported by Xplor-NIH, the number of atom pairs whose distance is less than the sum of their respective van der Waals radii minus 0.2 Å.
g The average root mean square distance (RMSD) of backbone atoms of each structure to the unregularized mean coordinates.
h The average RMSD of backbone atoms to the representative NMR structure, model 49 of PDB entry 1E8L [23].
i The average RMSD of backbone atoms to the X-ray structure, PDB entry 193L [24].

Fig. 2. The structure of hen egg white lysozyme. Red lines depict backbone
coordinates of the lowest energy 10 structures calculated omitting SAXS/WAXS
data (Panel A) and including SAXS/WAXS data (panel B). Both calculations included
NMR data [23]. The two panels contain a blue cartoon representation of the X-ray
structure from PDB ID 193L [24].

Fig. 3. Comparison of SAXS/WAXS curves for hen egg white lysozyme. Panels A and
B depict the agreement to experiment of the SAXS/WAXS curves associated with the
10 lowest energy structures calculated without and with SAXS/WAXS data,
respectively. The experimental data is shown in black with gray vertical bars equal
to 1 SD.; the curves calculated from the simulated annealing structures are shown
in red. The residuals, given by ðIcalc

i � Iobs
i Þ=Ierr

i , are plotted above each panel.
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Figs. 2 and 3, and Table 1 summarize the difference in structures
calculated using solely NMR data to those calculated with a SAXS/
WAXS restraint in addition to the NMR data. Striking is the
improvement in convergence: all fit metrics reported in Table 1
are better fit when SAXS/WAXS data is included in the structure
calculation. The bundle of structures is qualitatively tighter in
Fig. 2 and the SAXS/WAXS fit better, with less spread in Fig. 3. Per-
haps most importantly, the accuracy of the computed structures
relative to the X-ray structure is greatly improved, from 2.8 to
1.3 Å. As in Ref. [23], a better fit to the X-ray structure can be
obtained if residues with poor precision are omitted from the
calculations.

The statistics for the 50 NMR structures deposited in PDB entry
1E8L show very good convergence and precision relative to the
current structures calculated without SAXS/WAXS data. This is
likely due to the use of different refinement protocols and the
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use of different molecular parameters, as evidenced by the large
number of nonbonded violations in the 1E8L structures reported
in Table 1. A comprehensive analysis of the 1E8L restraints and sys-
tematic structure recalculation is outside the scope of this review.
It should be noted that, while the use of SAXS/WAXS data has
improved the local structure, such as the appearance of the a-heli-
ces when comparing panels A and B of Fig. 2, the scattering curve is
rather insensitive to these features over the fitted q range, such
that improvement is rather due to better convergence: the global
minimum with all restraints satisfied is better sampled with the
inclusion of SAXS/WAXS data.
Ne = 2

Ne = 1

0 0.5 1.0 1.5 2.0 2.5 3.0

q (Å-1)

0

-0.25

-0.50

Fig. 5. Comparison of experimental and calculated solution X-ray scattering curves
for the Dickerson dodecamer DNA. Curves from the best 50 ensembles for Ne values
of 1, 2, 4, and 8 are displayed with an offset from the experimental scattering curve.
Black and red vertical dashed lines represent the average peak positions for Ne ¼ 1
and 4, respectively. While quantitative agreement with experiment was not
obtained, peaks positions were accurately reproduced. Adapted from Schwieters
and Clore [7] published in Biochemistry (American Chemical Society) while the
authors were U.S. Government employees at the National Institutes of Health.
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3.2. Ensemble DNA calculation using NMR and WAXS data

In this example, the Dickerson dodecamer DNA was studied by
including a large number of NMR restraints, and WAXS data [7].
The NMR data comprised distance restraint, RDC, chemical shift
anisotropy (CSA) and J-coupling data [27,28]. The corresponding
observables were calculated by proper averaging over the ensem-
ble members. In addition to the experimental terms, we employed
dihedral restraints corresponding to B-form DNA with very gener-
ous bounds, base-pair planarity restraints, and database restraints
for residue-residue positioning [29] and torsion angles [30], in
addition to standard covalent and nonbonded Xplor-NIH energy
terms. To obtain good convergence of the multi-membered ensem-
ble calculations, we found it necessary to restrain the inter-ensem-
ble phosphorus atoms distance to 0.5 Å via a relative atom position
restraint [31], and to employ multiple shape potential [31] terms
to more directly restrict intraensemble rotation and shape changes
of both the overall structure, and those corresponding to the cen-
tral 6 base pairs. The structure calculation comprised high-temper-
ature dynamics followed by a simulated annealing refinement
starting with the coordinates of canonical B-form DNA.

The NMR data were adequately satisfied by a single structure
when the WAXS data was omitted [27], but the WAXS profile
was found to be inconsistent with this structure [13]. However,
using an ensemble representation [31] the NMR and WAXS data
could be satisfied using an ensemble size Ne of 4. Qualitative exam-
ination of average structures (Fig. 4) computed for Ne ¼ 1 and 4
shows that the Ne ¼ 1 structure is compressed relative to the
Ne ¼ 4 structure. In the WAXS curve, this compression corresponds
to a shift to larger values of the peak at q � 1:8 Å

�1
. Even when the
G24 C1

G12C13

G24 C1

G12C13

Fig. 4. Stereoview showing a best-fit superposition of the regularized mean Ne ¼ 1
(blue) and Ne ¼ 4 (red) structures of the Dickerson dodecamer DNA. For Ne ¼ 4, this
structure is derived from the average ensemble structures for 50 ensembles. It is
evident that single structure approximation is compressed relative to the Ne ¼ 4
structures. This fact is reflected in the shift of the 4th peak in Fig. 5, and corresponds
to capturing the correct basepair rise [13]. Adapted from Schwieters and Clore [7]
published in Biochemistry (American Chemical Society) while the authors were U.S.
Government employees at the National Institutes of Health.

Ensemble size Ne

Fig. 6. Comparison for the Dickerson dodecamer DNA of the 4 peak solution X-ray
scattering peak position rms difference between observed and calculated values for
Ne ¼ 1, 2, 4, and 8 ensembles calculated with (black) and without (red) the X-ray
scattering potential term in the refinement target function. For the Ne ¼ 1
structures obtained without the X-ray scattering term, the first peak is absent
and is therefore excluded from the rms deviation calculation for that point. Adapted
from Schwieters and Clore [7] published in Biochemistry (American Chemical
Society) while the authors were U.S. Government employees at the National
Institutes of Health.
X-ray target function was included, we found that a single struc-
ture could not fit the WAXS data adequately. As Figs. 4–6 show, a
good fit can be obtained by refining against the WAXS term and
allowing the number of structures within the ensemble to increase
to four.

In addition to fitting the data, the ensemble representation
allows us to probe dynamical aspects of the DNA structure, such
as the fraction population present in different ribose conforma-
tions, distributions of base-pair rise, relative populations of the BI
and BII nucleic acid form structures, and expected order parame-
ters corresponding to various bond-vector motion. See Ref. [31]
for more details. This example is included in the Xplor-NIH
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Fig. 7. Comparison of experimental SAXS/WAXS and SANS curves for free EI with
the calculated curves for the simulated annealing structures obtained by refinement
against the SAXS/WAXS and RDC data. (A) SAXS/WAXS and (B) SANS. The
experimental data is shown in black with gray vertical bars equal to 1 SD; the
calculated curves for the final 100 simulated annealing structures are shown in red.
The residuals, given by ðIcalc

i � Iobs
i Þ=Ierr

i , are plotted above each panel. The structures
were determined by fitting the SAXS/WAXS curve in the range q 6 0:44 Å

�1
, and the

upper end of this range is indicated by the vertical dashed black line in panel A.
Adapted from Schwieters et al. [18] published in J. Am. Chem. Soc. (American
Chemical Society) while the authors were U.S. Government employees at the
National Institutes of Health.

EIN/EIC
linker

Fig. 8. The structure of free EI determined from RDC and SAXS data. A best-fit
superposition (to the EIC dimer which remains fixed) of the 100 final simulated
annealing structures. The backbone (N, Ca , C0) atoms of the EIN domain are shown in
blue, and the EIC domain is depicted as a ribbon diagram in red. Adapted from
Schwieters et al. [18] published in J. Am. Chem. Soc. (American Chemical Society)
while the authors were U.S. Government employees at the National Institutes of
Health.
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distribution as a sample calculation in the eginput/dna_refi
directory.

3.3. Rigid body docking: enzyme I

In this example the structure of the 128 kDa Enzyme I (EI)
homodimer was solved using RDCs and SAXS/WAXS data [18]. In
the structure determination protocol the coordinates of the C-ter-
minal dimerization domain were held fixed in space throughout to
those determined by crystallography [32], a choice supported by
the fact that the C-terminal domain (EIC) is the same in all three
existing crystal structures of EI from different species [33–35], as
well as in the crystal structure of the isolated C-terminal domain
[36]. The atomic coordinates of the 2 N-terminal (EIN) domains
were moved as rigid bodies corresponding to those determined
by NMR [37], and the atoms in the linker region were given full
degrees of freedom. The full protocol involved initial breaking of
the linker and re-docking of the N-terminal domains back on to
the C-terminal domain dimer such that all possible relative orien-
tations would be allowed and that the RDC fit of the EIN domain of
the dimer would be within a small tolerance of that determined
from an isolated EIN domain. The linker was then reformed allow-
ing only translation of the EIN domains such that the RDC fit would
be maintained. The resulting structures contained multiple orien-
tations of EIN relative to EIC due to the known degeneracy of
RDC restraints [38]. Final rigid-body refinement was performed
using SAXS/WAXS and RDC data. SAXS/WAXS data allowed the
selection of the correct EIN/EIC orientation due to the fact that
the lowest energy structures consistently took the published con-
formation. Results are shown in Figs. 7 and 8. The existing crystal
structures did not fit RDC or SAXS data. Indeed, in the SAXS/
WAXS + RDC EI structure determination, a small number of inter-
domain contacts were found to stabilize the structure in solution.
A

B

A subunitB subunit

Fig. 9. Structural ensembles calculated for the wild-type capsid (CAFL) dimer (A)
and monomer (B). In panels A and B the C-terminal domain is displayed as light
gray ribbons. In panel B the C-terminal domain of the monomer is displayed in the
same orientation as that of the A subunit in panel B. The overall distribution of the
N-terminal domain relative to the C-terminal domain is displayed as a reweighted
atomic probability [40] plotted at 50% (blue) and 10% (transparent red) of
maximum. Additionally, a single complete monomer structure is plotted in panel
B (with the N-terminal domain depicted in green) which corresponds to one cluster
of ensemble members which form transient contacts in the monomer and would be
occluded in the dimer ensemble. Adapted from Deshmukh et al. [22] published in J.
Am. Chem. Soc. (American Chemical Society) while the authors were U.S. Govern-
ment employees at the National Institutes of Health.
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Fig. 10. Fit to experimental SAXS/WAXS and RDC data for ensemble simulated
annealing refinement of the wild-type capsid protein CAFL. Each ensemble
comprises the same number of monomers and dimers (i.e. Ne ¼ Ndimer

e þ Nmon
e )

weighted according to their populations at different concentrations as determined
by analytical ultracentrifugation [22]. (A) SAXS/WAXS v2 as a function of ensemble
size Ne=2. (B) C-terminal domain RDC R-factors as a function of ensemble size Ne=2.
(C) Agreement between observed and calculated SAXS/WAXS curves. The experi-
mental SAXS/WAXS data are shown in black with gray vertical bars equal to 1 s.d.,
and the calculated curves are shown in blue and red for the data at CAFL

concentrations of 0.26 and 0.13 mM (in subunits), respectively. The residuals, given
by ðIcalc

i � Iobs
i Þ=Ierr

i , are plotted above the curves. Adapted from Deshmukh et al. [22]
published in J. Am. Chem. Soc. (American Chemical Society) while the authors were
U.S. Government employees at the National Institutes of Health.
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In this case, RDCs were essential to confirm that the N-terminal
domain was in the conformation of the previously-determined
solution structure, but by themselves they were not sufficient to
determine the full structure of EI.

Structures of Enzyme I complexed with HPr [18] and of a
mutant version of Enzyme I [39] were also determined using this
protocol. This example is included in the Xplor-NIH distribution
as a sample calculation in the eginput/saxs_EI directory.
Fig. 11. Determined structure of the RRE RNA (red) shown inside the SAXS/WAXS
molecular envelope generated using the DAMMIN program [44] (blue). Various
structural elements are indicated. The binding site of the Rev dimer is proposed to
be between the legs IA and IIB at the arrow labeled Dduet. Adapted from Fang et al.
[42] published in Cell (Elsevier) while the authors were U.S. Government employees
at the National Institutes of Health.
3.4. Rigid body docking in the presence of large-amplitude motion: the
full length HIV capsid protein

This example again represents a structure determination of a
symmetric homodimer with C-terminal dimerization domains
[22]. However, this problem is rather more involved due to two
complicating factors: (1) the fact that a significant fraction of the
molecules are monomeric under the experimental conditions and
(2) since the N- and C-terminal domains interact minimally, large
amplitude motion of one relative to the other occurs such that a
single-structure approximation is inappropriate and an ensemble
representation becomes necessary. The structures of the two
domains had been determined previously by crystallographic and
NMR methods. The ratio of monomer to dimer was determined
using analytical ultracentrifugation, while RDCs were initially used
to confirm the structures of the two domains, to demonstrate that
the domains align independently and to choose the proper struc-
ture of C-terminal dimer. The ensemble representation of the
dimer required extension of the usual restraints used to preserve
C2 symmetry of homodimers, because now the symmetry applies
to the ensemble rather than to individual structures. Additionally,
ensemble weights were allowed to vary to best fit observables, and
reduce the minimal-required ensemble size.

Results are shown in Figs. 9 and 10. The structure of the mono-
mer was found to be strikingly different from that of the dimer due
the fact that the monomer samples regions of space which are
occluded by the dimerization partner, and that there are appar-
ently important transient contacts between the N- and C-terminal
domains in the monomer. These contacts are not possible in the
dimer due to the presence of the dimerization partner.

The calculations employed the SARDC potential [41] which cal-
culates the alignment tensor from molecular shape as applicable
for RDC experiments performed using a purely steric alignment
medium such as neutral bicelles. In the time-scale regime consid-
ered in this example, each ensemble member has its own effective
alignment tensor, and if one were to use the common practice of
letting the alignment tensors float to optimize the fit to the exper-
imental RDC data, the fit would be unstable and ill-determined as
there would be far too many parameters for the given data.

For all structure calculations, the backbone atoms of the
C-terminal domains were kept fixed and the backbone atoms of
the N-terminal domains moved as rigid bodies, while atoms in
the linker region (residues 146–149) were given all degrees of
freedom. The ensemble members (both monomer and dimer) were
allowed to move freely with respect to one another (i.e. while a van
der Waals repulsion term prevented atomic overlap within each
ensemble member, atomic overlap between different ensemble
members is allowed since the ensemble reflects a population
distribution). Sidechain atoms of the N- and C-terminal domains
were given torsion angle degrees of freedom throughout.

All active torsion angles (including those in the linker region)
were initially randomized uniformly in the range �8 . . .þ 8� and
an initial gradient minimization performed. This initial randomiza-
tion and minimization was repeated until the number of non-
bonded contacts between the N- and C-terminal domains was
below a threshold value. This step was followed by a high-temper-
ature molecular dynamics and simulated annealing with ramped
force constants and a final gradient minimization.

This example will be included in the Xplor-NIH distribution in
the subdirectory eginput/capsid.



Fig. 12. Experimental SAXS/WAXS curve for the RRE RNA [42] with experimental
error overlaid in black with 20 calculated SAXS/WAXS curves (blue) calculated from
ensemble calculations employing three ensemble members. The inset shows the v2

fit to experiment versus ensemble size. Adapted from Fang et al. [42] published in
Cell (Elsevier) while the authors were U.S. Government employees at the National
Institutes of Health.
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3.5. Structure of a large RNA

Fang et al. [42] solved a large 233 nucleotide RNA structure
comprising the HIV-1 Rev response element (RRE) without NMR
data primarily using SAXS and secondary structure information
in a novel protocol involving fitting a SAXS-generated atomic den-
sity map. This sort of structure determination is possible for RNA
because the structures are predominately A-form duplexes and
standard biochemical approaches exist for the determination of
nucleic acid secondary structure. Additional biochemical and
homology information were used for the confirmation of the basic
topology of this RNA. Xplor-NIH was used in refinement of the
structure, but not the initial fold determination, which utilized
the G2G program [43].

The resulting structure is rather extended, taking the form of
the letter ‘‘A’’ (Fig. 11). A functional region between the two legs
of the A was identified as the binding site of a dimer of the Rev pro-
tein: known Rev binding sites are located on each leg, and the
determined distance between the binding sites commensurate
with the size of the Rev dimer.

As a single conformation did not fit the SAXS data within exper-
imental error, Xplor-NIH was also used to characterize the confor-
mation space sampled by the RNA, with an ensemble of three
equally weighted conformers chosen to best represent the data
(Fig. 12). In this calculation the A-form duplexes were moved as
rigid bodies rotating about bulges and junction regions of the
RNA. The resulting ensemble member structures indicate that the
distance between Rev binding sites has a standard deviation of
5 Å [42].
4. Concluding remarks

We have seen that the complementary nature of SASS data rel-
ative to restraints derived from NMR data allows for an
improvement of structure quality relative to that possible from
NMR data alone. For single-domain proteins, the inclusion of
SAXS/WAXS data with a full set of NMR data can significantly
improve convergence and modestly improve structure accuracy.
One can dock rigid-body domains using SAXS/WAXS combined
with RDC data. For studies of molecular systems occupying multi-
ple conformations SAXS/WAXS data have proven indispensable in
structure determination. One of the reasons for this is the fact that
SASS-derived restraints provide distance information which is a
linear average over conformer structures. This is in contrast to
the primary NMR source for distance information, data from NOE
experiments, where hr�6i�1=6 averaging overwhelmingly picks out
the shortest possible inter-atomic distances, and provides very
limited information about larger distances.

One approach for improving the fit of experimental SAXS curves
to those calculated from molecular coordinates deserves mention
here. In Ref. [45], an alternate approach was taken for the treat-
ment of the bound-solvent scattering contribution which at the
same time refines the subtraction of background scattering
(X-ray scattering in the absence of the sample). In that work the
bound-solvent contribution was calculated using explicit water
molecules, and as such, is likely not applicable in the context of
structure calculation. However, the work identifies errors in back-
ground scattering subtraction as significantly reducing the quality
of SASS fits, and a similar approach might be used within the con-
text of the Xplor-NIH scattering implementation to achieve better
fits to data, and more importantly, more accurate structures.

Finally, work is ongoing to advance the methodology used in
the calculation of SAXS/WAXS curves. An approach similar to that
used in the fast multipole method [46] employed for the calcula-
tion of Coulomb interactions has been developed [47]. This hierar-
chical approach should prove particularly important in
applications to larger systems than those demonstrated here.
5. Availability

The Xplor-NIH software package including example scripts is
available online at http://nmr.cit.nih.gov.
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Glossary of abbreviations

SASS: small angle solution scattering
SANS: small angle neutron scattering
SAXS: small angle X-ray scattering
WAXS: wide angle X-ray scattering
RDC: residual dipolar coupling
SARDC: sterically aligned residual dipolar coupling
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